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Based on the constrained reinitialization scheme [D. Hartmann, M. Meinke, W. Schröder,
Differential equation based constrained reinitialization for level set methods, J. Comput.
Phys. 227 (2008) 6821–6845] a new constrained reinitialization equation incorporating a
forcing term is introduced. Two formulations for high-order constrained reinitialization
(HCR) are presented combining the simplicity and generality of the original reinitialization
equation [M. Sussman, P. Smereka, S. Osher, A level set approach for computing solutions to
incompressible two-phase flow, J. Comput. Phys. 114 (1994) 146–159] in terms of high-
order standard discretization and the accuracy of the constrained reinitialization scheme
in terms of interface displacement. The novel HCR schemes represent simple extensions
of standard implementations of the original reinitialization equation. The results evidence
the significantly increased accuracy and robustness of the novel schemes.

� 2009 Elsevier Inc. All rights reserved.
1. Introduction

From their inception [1], level set methods have been established in many areas of and beyond computational physics to
capture the motion of interfaces. This interface motion is in level set methods represented by an evolving scalar field. It is one
of the great challenges of level set methods, however, that the scalar field often has to be frequently regularized to accurately
compute discrete derivatives needed to evolve the field. Usually, the scalar field is initialized into a signed distance function
and a reinitialization is performed to regularize the field. Other techniques to increase the fidelity of the level set method
include the particle level set method introduced in [2] and coupled volume-of-fluid/level set methods discussed in [3,4],
where the level set function is corrected using Lagrangian particles or the mass-conservation property of the volume-of-fluid
method, respectively. Further methods rely on increased grid resolution using either adaptive mesh refinement as employed
in [5] or a separately refined mesh for the level set method [6,7].

To reinitialize the level set field, a partial differential equation, which can be iteratively solved to transform an arbitrary
scalar field into a signed distance function, is proposed in [8]. However, using this partial differential equation for the reini-
tialization is known to change the level set solution [9–11]. To be more precise, discretely solving this equation results in a
significant displacement of the interface location, i.e., the interface is unphysically shifted during the reinitialization process.
Modifications of the original formulation addressing this problem are proposed in [10,11,5] and more recently in [9], where
the constrained reinitialization (CR) scheme is derived taking the location of the interface explicitly into account. The result-
ing CR scheme provides explicit equations to compute the signed distance function on the discrete computational points di-
rectly at the front, while away from the front the original reinitialization equation can be used. The method is second-order
accurate in the location of the front and significantly reduces the displacement of the interface [9,12].

In this paper, the CR approach of Hartmann et al. [9] is generalized to higher-order schemes. Based on the expressions
derived in [9], an explicit forcing term is formulated and introduced into the original reinitialization equation. This allows
. All rights reserved.

fax: +49 241 80 92257.
artmann).

http://dx.doi.org/10.1016/j.jcp.2009.10.042
mailto:office@aia.rwth-aachen.de
http://www.sciencedirect.com/science/journal/00219991
http://www.elsevier.com/locate/jcp


D. Hartmann et al. / Journal of Computational Physics 229 (2010) 1514–1535 1515
the reinitialization equation to be discretized with arbitrarily high-order schemes, while the forcing term acts as a constraint
fixing the location of the interface.

The structure of the paper is as follows. After a brief introduction of the level set method in Section 2 and the reinitial-
ization procedure in Section 3, the novel constrained reinitialization equation is introduced in Section 4. Results of two-and
three-dimensional computations are given in Section 5, before the findings of the present paper are summarized in Section 6.

2. Level set transport

Consider an interface defined by
/0 ¼ ðx; tÞ : /ðx; tÞ ¼ 0f g; x 2 Rn; t 2 Rþ; ð1Þ
where /ðx; tÞ is the scalar level set function. For n ¼ 3, let the components of the coordinate vector be denoted by
x ¼ ðx; y; zÞT . The level set function / is specified as a signed distance function with respect to /0 with the properties
/ > 0 for x 2 Xþ;

/ ¼ 0 for x 2 /0;

/ < 0 for x 2 X�;

8><
>: ð2Þ
where the computational domain X has been decomposed, X ¼ Xþ;X�;/0

� �
, with Xþ \X� ¼ ; and /0 R Xþ;X�

� �
. The level

set equation governing the evolution of / in X can be formulated
@t/þ f � $/ ¼ 0; ð3Þ
where f ¼ fðx; tÞ is the extension velocity vector describing the motion of the local level set. A great advantage of level set
methods is that geometric quantities such as the normal vector n and the curvature C can be readily obtained from the scalar
level set field
n ¼ � $/
j$/j ; ð4aÞ

C ¼ $ � n; ð4bÞ
where the normal vector n is defined such that it points into X�.

3. Reinitialization

As noted in the introduction, the level set function / is usually initialized into a signed distance function, which is the
unique viscosity solution of the Eikonal equation
j$/j ¼ 1; ð5Þ
with the boundary condition / ¼ /0 at the interface. However, once initialized into such a signed distance function, the level
set function / usually does not retain this property under the evolution of Eq. (3) and needs to be reinitialized at regular time
intervals [9,10,12]. Sussman et al. [8] reformulate the Eikonal equation (5) as an evolution equation in artificial time s
@s/
m þ Sð~/Þðj$/mj � 1Þ ¼ 0; ð6Þ
where the superscript m denotes the discrete pseudo-time step level. The quantity Sð~/Þ is a smoothed sign function of the
perturbed level set function ~/ ¼ ~/ðx; s ¼ 0Þ being defined as
Sð~/Þ ¼
~/ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

~/2 þ �2
q ; ð7Þ
where � is a smoothing parameter and is usually chosen equal to the grid spacing � ¼ h [8]. A modified smoothed sign
function to achieve faster convergence in regions where j$/j is small is proposed by Peng et al. [10] and can be substituted
for Eq. (7).

Analytically, Eq. (6) transforms an arbitrary scalar field / into a signed distance function d with respect to the interface /0.
However, when Eq. (6) is solved on a discrete grid the interface is significantly displaced during the reinitialization procedure
[9,12]. The constrained reinitialization (CR) scheme developed recently by Hartmann et al. [9] addresses this problem by
explicitly taking into account the location of the interface during the reinitialization process. The resulting expressions
are explicit equations for the signed distance function on the cells at the interface, while on all other cells away from the
interface Eq. (6) can be solved. For efficiency, a standard first-order upwind spatial discretization is used for Eq. (6) [9]. In
[12], the novel scheme is compared against the standard reinitialization Eq. (6) spatially discretized with a first-order up-
wind and a fifth-order Hamilton–Jacobi WENO scheme [13]. The results show the CR scheme to be significantly superior
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to the other investigated schemes for a simple propagation test case. For the CR scheme, the displacement caused during the
reinitialization procedure is found to be approximately an order of magnitude smaller than for the fifth-order WENO stan-
dard reinitialization and roughly three orders of magnitude smaller than for the first-order upwind standard reinitialization.

To generalize the CR scheme to arbitrarily high-order discretization schemes, a new reinitialization equation denoted the
constrained reinitialization equation is proposed in the following. The resulting high-order constrained reinitialization (HCR)
schemes are based on the expressions derived for the CR scheme and can be easily implemented as an extension of the ori-
ginal reinitialization Eq. (6).

4. High-order constrained reinitialization

We begin by briefly reviewing the two formulations CR-1 and CR-2 of the CR scheme. Then, the fundamental constrained
reinitialization formulation is rewritten to obtain a forcing term which can be introduced into the original reinitialization
equation to give the new constrained reinitialization equation, which is the basis of high-order constrained reinitialization
(HCR).

4.1. Recap of CR-1 and CR-2

On a three-dimensional structured grid with a uniform spacing Dx, consider a cell located at xi;j;k with ~/i;j;k < 0 and two
cells at xiþ1;j;k and at xi;jþ1;k with ~/iþ1;j;k > 0 and ~/i;jþ1;k > 0, respectively, where ~/ denotes the value of / before the reinitial-
ization. That is, by linear interpolation between the cells one can determine two interface locations
xiþ~h1 ;j;k
2 xi;j;k; xiþ1;j;k
� �

;

xi;jþ~h2 ;k
2 xi;j;k; xi;jþ1;k
� �

;

(
ð8aÞ
where
~h1 ¼
~/i;j;k

~/iþ1;j;k�~/i;j;k
;

~h2 ¼
~/i;j;k

~/i;jþ1;k�~/i;j;k
;

8><
>: ð8bÞ
and 0 < ~h1;2 < 1. After the reinitialization, linear interpolation yields the two locations
xiþh1 ;j;k 2 xi;j;k; xiþ1;j;k
� �

;

xi;jþh2 ;k 2 xi;j;k; xi;jþ1;k
� �

;

(
ð8cÞ
where
h1 ¼
/i;j;k

/iþ1;j;k�/i;j;k
;

h2 ¼
/i;j;k

/i;jþ1;k�/i;j;k
;

8<
: ð8dÞ
and in general h1;2 – ~h1;2, such that the interface is displaced. This interface displacement is illustrated in Fig. 2. Assuming the
signed distance function d is known at xiþ1;j;k and xi;jþ1;k, a least-squares function is formulated to determine /i;j;k from the
constraints j$/ji;j;k ¼ 1 and ~h ¼ h for all discrete interface locations, which in general results in an overdetermined problem.
Solving the least-squares problem is equivalent to minimizing the squared deviations from the constraints. This yields for
the CR-1 formulation an explicit expression to approximate the signed distance ~di;j;k at xi;j;k [9]
~di;j;k ¼
~/i;j;k

Mi;j;k

XMi;j;k

a¼1

dði;j;kÞa
~/ði;j;kÞa

: ð9Þ
The right-hand side of Eq. (9) depends on the signed distance function d and ~/ on the neighbor cells across the interface.
These neighbor cells are denoted by the index ði; j; kÞa and collected in a set Si;j;k defined
Si;j;k ¼ xði;j;kÞa : /i;j;k/ði;j;kÞa < 0
n o

: ð10Þ
In the example above ði; j; kÞ1 ¼ ðiþ 1; j; kÞ and ði; j; kÞ2 ¼ ði; jþ 1; kÞ. The quantity Mi;j;k is the number of such neighbors, i.e.,
Mi;j;k ¼ 2 in the present example. The signed distance functions diþ1;j;k and di;jþ1;k on the cells across the interface are com-
puted by an explicit formula [9]. For a cell at xi;j;k the function reads
di;j;k ¼
~/i;j;k

@x
~/i;j;k

h i2
þ @y

~/i;j;k

h i2
þ @z

~/i;j;k

h i2
� �1=2 : ð11Þ
A suitable discretization of the derivatives ½@f
~/i;j;k�; f ¼ x; y; zf g; in Eq. (11) is given in [9].
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The formulation CR-2 is derived by reducing the number of constraints imposed on the scheme CR-1. A determined prob-
lem is obtained such that the location of the interface can be preserved throughout the reinitialization. Instead of minimizing
the interface displacement at all locations which can be identified by linear interpolation between neighbor cells, the inter-
face location is only fixed at one point representative of these locations. Formally, this point is determined by averaging the
interface coordinates obtained by linear interpolation. As for CR-1, an explicit determining equation for the signed distance
~di;j;k at xi;j;k is obtained [9]
~di;j;k ¼ ~/i;j;k

XMi;j;k

a¼1

dði;j;kÞa
XMi;j;k

a¼1

~/ði;j;kÞa

 !�1

; ð12Þ
with the same notation as in Eq. (9).
What remains to be done is to determine on which cells Eqs. (9) or (12) are used to determine the signed distance func-

tion. Let C be defined as the set of cells identified by their coordinate vector which are adjacent to the zero level set
C ¼ xi;j;k : Pi;j;k
i0 ;j;k

/ 6 0
	 


_ Pi;j;k
i;j0 ;k

/ 6 0
	 


_ Pi;j;k
i;j;k0

/ 6 0
	 
n o

ð13Þ
for any combination of integers i0 2 iþ 1; i� 1f g; j0 2 jþ 1; j� 1f g; k0 2 kþ 1; k� 1f g with Pi;j;k
i0 ;j;k

/ ¼ /i;j;k/i0 ;j;k. That is, all cells
in C are located within a distance Dx from the zero level set. According to [12], the signed distance function d is computed
first on all these cells in C. Afterwards, the signed distance function is updated on a subset of cells C � C via Eqs. (9) or (12),
depending on whether CR-1 or CR-2 is used, where C is defined [9,14]
C ¼ xi;j;k 2 C : Ci;j;k
~/i;j;k < 0 _ ðCi;j;k ¼ 0 ^ ~/i;j;k < 0Þ

n o
; ð14Þ
and Ci;j;k denotes the discretely approximated curvature at xi;j;k. The curvature Ci;j;k is approximated using centered differ-
ences for the divergence of the normal vector.

4.2. Formulation of HCR-1 and HCR-2

The key idea to generalize the CR scheme is to replace the explicit expressions for the signed distance function d and ~d by
a forcing term which can be introduced into the original reinitialization Eq. (6), such that standard high-order spatial discret-
ization schemes for this type of equation can be used. Introducing the forcing term Fm ¼ Fð/m;xÞ, the new constrained reini-
tialization equation reads
@s/
m þ Sð~/Þðj$/mj � 1Þ ¼ bFm; ð15Þ
where b is a weighting factor which is set b ¼ 0:5 in the present work. The reason for b ¼ 0:5 is discussed below. Eq. (15) is
solved on all cells in the computational domain.

To formulate the forcing term, assume the approximation of the signed distance function d on C to be given by the instan-
taneous solution /m at the iteration step m of (6), i.e., the signed distance function dði;j;kÞa required in Eqs. (9) and (12) is re-
placed by /m

ði;j;kÞa . Recasting Eqs. (9) and (12) accordingly yields the expressions
wm
i;j;k ¼

1
Mi;j;k

XMi;j;k

a¼1

~/i;j;k

~/ði;j;kÞa
/m
ði;j;kÞa ; ð16aÞ

wm
i;j;k ¼ ~/i;j;k

XMi;j;k

a¼1

/m
ði;j;kÞa

XMi;j;k

a¼1

~/ði;j;kÞa

 !�1

; ð16bÞ
where wm has been substituted for ~d. The quantity wm represents a target value for the level set function / at the iteration step
m, which is determined such that the displacement of the interface during the reinitialization is corrected. It is computed
based on the instantaneous level set solution /m during the reinitialization.

The forcing term Fm is formulated to drive the level set function towards this target value wm on a subspace Cm # C to be
defined below. On the cells in C n Cm and those which are not at the interface, the original reinitialization remains unchanged
and the forcing term Fm vanishes. Summarizing, on a discrete grid Fm can be decomposed into
Fð/m; xi;j;kÞ ¼ dFi;j;kF m
i;j;k; ð17aÞ
where the delta function is defined
dFi;j;k ¼
1 if xi;j;k 2 Cm;
0 otherwise;

�
ð17bÞ
and the discrete forcing term F m
i;j;k is formulated
F m
i;j;k ¼

1
Dx

wm
i;j;k � /m

i;j;k

	 

: ð17cÞ
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On the right-hand side, the factor 1=Dx has been introduced to compensate the length scale inherent in ðwm
i;j;k � /m

i;j;kÞ, which
scales with Dx.

The formulation (16) may become unstable when the level set function on a cell at xði;j;kÞa changes the sign during the
reinitialization such that /m

ði;j;kÞa/
m
i;j;k > 0 at some pseudo-time level m. For example, assume all /m

ði;j;kÞa ;a ¼ 1; . . . ;Mi;j;k

� �
,

change the sign from iteration step m� 1 to step m since the interface has moved across these cells due to the reinitialization.
Further, assume /m

i;j;k still has the correct sign, i.e., there is no other interface which has moved across this cell. Then, it can be
seen from Eq. (16) that the target value also changes the sign, i.e., wm�1

i;j;k wm
i;j;k < 0 and wm

i;j;k/
m
i;j;k < 0, such that a sign change of

the level set function at xi;j;k is incorrectly enforced. Even if only one of the cells at xði;j;kÞa ;a 2 1; . . . ;Mi;j;k

� �
, changes the sign

its contribution in Eq. (16) becomes false. If this occurs for a cell at xi;j;k at a pseudo-time level m the forcing is locally not
applied on this particular cell and at this particular pseudo-time level m to avoid instabilities.

To this end, the subspace Cm # C used in Eq. (17b) is introduced
Cm ¼ xi;j;k 2 C : /m
i;j;k/

m
ði;j;kÞa < 0 8a 2 1; . . . ;Mi;j;k

� �n o
: ð18Þ
It contains all cells to which a forcing is applied and is updated at each pseudo-time level m. In the numerical experiments
which are presented in Section 5 the discussed situation rarely occurs, such that in most cases Cm ¼ C. Only in the presented
three-dimensional interface coalescing problem the sign of the level set function sporadically changes on a few cells during
the reinitialization, such that the overall effect of the locally reduced forcing is negligible. Note, sign changes of /i;j;k do not
raise a problem since the forcing term retains the correct sign.

Eqs. (16a) and (16b) correspond to the CR-1 and CR-2 formulation, respectively, and can be rewritten by introducing the
expressions
ri;j;k
ði;j;kÞa

¼ ~/i;j;k
~/ði;j;kÞa

	 
�1
; ð19aÞ

~ri;j;k ¼ ~/i;j;k

XMi;j;k

a¼1

~/ði;j;kÞa

 !�1

; ð19bÞ
to obtain
wm
i;j;k ¼

1
Mi;j;k

XMi;j;k

a¼1

ri;j;k
ði;j;kÞa

/m
ði;j;kÞa ; ð20aÞ

wm
i;j;k ¼ ~ri;j;k

XMi;j;k

a¼1

/m
ði;j;kÞa : ð20bÞ
Since ri;j;k
ði;j;kÞa

and ~ri;j;k only depend on the discrete values of the level set function before the reinitialization procedure, they can
be computed as constants prior to the reinitialization. Eqs. (20a) and (20b) can be substituted into Eq. (17) to obtain the for-
mulations HCR-1
F m
i;j;k ¼

1
Dx

1
Mi;j;k

XMi;j;k

a¼1

ri;j;k
ði;j;kÞa

/m
ði;j;kÞa

� /m
i;j;k

 !
ð21aÞ
and HCR-2
F m
i;j;k ¼

1
Dx

~ri;j;k
XMi;j;k

a¼1

/m
ði;j;kÞa � /m

i;j;k

 !
: ð21bÞ
Note, HCR-2 can be implemented more efficiently since only one constant per cell, ~ri;j;k, needs to be stored, while for HCR-1
the constants ri;j;k

ði;j;kÞa
need to be stored for each cell.

At this point, a remark regarding the above choice of the weighting factor b is warranted. As remarked in [9], the principle
of the CR schemes can be summarized as follows. Provided an approximation of the signed distance function d is given on C,
a correction Dd for the signed distance is applied on one side of the interface to compensate for the displacement of the inter-
face, see Fig. 1(a) and (b). This correction is translated above into a forcing term w to obtain Eqs. (16) and (20). If this forcing is
used only on one side of the interface it is reasonable to use b ¼ 1. However, preliminary numerical experiments not re-
ported in this paper showed for the HCR schemes a distributed forcing on all cells in C to yield smoother results than the
one-sided forcing. Referring to the CR schemes in the one-dimensional case, a distributed correction for the signed distance
function with a weighting factor of 0.5 yields the exact correction of the interface displacement, as illustrated by Fig. 1(c). To
account for the forcing on both sides of the interface in the HCR schemes, the weighting factor is therefore set b ¼ 0:5.

Using a forward Euler integration in pseudo time s, Eq. (15) can be written in a discretized form using Eqs. (17) and (18)
/mþ1
i;j;k ¼ /m

i;j;k � Ds Sð~/Þ G Dþf /m
i;j;k;D

�
f /m

i;j;k

	 

� 1

	 

� bdFi;j;kF m

i;j;k

n o
; ð22aÞ
where Eq. (21) is substituted for F m
i;j;k; f ¼ x; y; zf g, the pseudo-time step is Ds ¼ Dx

4 , and G is the Godunov Hamiltonian



(a) (b)

(c)

Fig. 1. Illustration of one-sided and two-sided correction of the signed distance function d to compensate for the displacement of the interface: (a) one-
sided correction at xi�1 by Ddi�1; (b) one-sided correction at xi by Ddi; (c) two-sided correction at xi�1 by Ddi�1=2 and at xi by Ddi=2. The location of the
interface before the reinitialization is marked by ~/0 and the open circles show the discrete grid.

(a) (b)
Fig. 2. Illustration of the interface displacement during the reinitialization: (a) sketch of the /0 contour before the reinitialization; (b) sketch of the /0

contour after the reinitialization. Circles: grid cell centers, where the level set function is stored; squares: interface locations on /0 which can be determined
by linear interpolation of the level set function /.
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Gða; b; c; d; e; f Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
maxða2

þ; b
2
�Þ þmaxðc2

þ;d
2
�Þ þmaxðe2

þ; f 2
�Þ

q
if ~/i;j;k P 0;ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

maxða2
�; b

2
þÞ þmaxðc2

�;d
2
þÞ þmaxðe2

�; f 2
þÞ

q
if ~/i;j;k < 0;

8><
>: ð22bÞ
with aþ ¼maxða;0Þ and a� ¼minða;0Þ and the quantities Dþf and D�f denote the discrete forward and backward differ-
ence approximation of the derivative with respect to the f direction. These operators are computed by the fifth-order
Hamilton–Jacobi WENO scheme (WENO-5) of Jiang and Peng [13]. Note, the scheme (22a) is formulated such that for
the case of a constant discrete forcing term the amount of forcing per unit pseudo-time is independent of the pseudo-time
step Ds.

Finally, we note that the scheme (22a) can be recast into a two-step predictor-corrector type scheme
/mþ1=2
i;j;k ¼ /m

i;j;k � Ds Sð~/Þ G Dþf /m
i;j;k;D

�
f /m

i;j;k

	 

� 1

	 

;

/mþ1
i;j;k ¼ /mþ1=2

i;j;k þ Ds b dFi;j;kF
mþ1=2
i;j;k ;

8<
: ð23Þ
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where the forcing term acts on the pseudo-time level mþ 1
2 instead of m. We tested both formulations (22a) and (23) and

found that the differences in the results are rather small when Oð10Þ or more iterations are used in the reinitialization steps.
The 2-step scheme (23) tends to become superior to the formulation (22a) with a decreasing number of pseudo-time steps.
Since, however, the formulation (22a) appears slightly simpler to implement all reported results are obtained with this
formulation.

Note that the formulation (23) is conceptually similar to the modified reinitialization scheme proposed in [4] in that a
correction of the original reinitialization equation is performed. However, in [4] the correction is applied by enforcing the
partial cell volumes on one side of the zero level set to be preserved which, however, could lead to oscillatory solutions
as shown in [15]. Unlike this integral correction, the HCR schemes correct the reinitialization by explicitly using certain
points on the interface to prevent its displacement.

4.3. Summary of the HCR schemes

To clarify the implementation of the HCR schemes a recap of the formulations HCR-1 and HCR-2 is given. To use the HCR
formulations the following steps are to be conducted:

(1) Update the set C defined in Eq. (13) such that it contains all cells at the /0 level set.
(2) Update the set Si;j;k defined in Eq. (10) for each cell in C and let Mi;j;k be the number of cells in Si;j;k.

(3a) For the HCR-1 scheme: Compute the constants ri;j;k
ði;j;kÞa

(Eq. (19a)) for each cell in C.
(3b) For the HCR-2 scheme: Compute the constant ~ri;j;k (Eq. (19b)) for each cell in C.

(4) Solve the constrained reinitialization equation by performing the following steps for each iteration:

(i) Update the set Cm given by Eq. (18).
(iia) For the HCR-1 scheme: Compute the forcing terms given by Eq. (21a).
(iib) For the HCR-2 scheme: Compute the forcing terms given by Eq. (21b).
(iii) Integrate Eq. (22a).
The forcing terms computed in step (4) drive the level set function on the cells at the /0 interface to the target values
given by Eq. (16a) for HCR-1 and Eq. (16b) for HCR-2. These target values depend on the level set function across the interface
and are computed in a similar fashion as the signed distance in the constrained reinitialization schemes CR-1 and CR-2 [9].
Hence, they represent an approximation to the signed distance function on the cells at the front, which is computed such
that the difference of the values for h (Eq. (8d)) and ~h (Eq. (8b)), i.e., the local displacement of the interface, is minimized
(HCR-1) or vanishes at certain points on the interface (HCR-2). While in the original constrained reinitialization scheme
[9], the signed distance is directly assigned to the level set function as a boundary condition for the iterative solution of
the reinitialization equation, the novel HCR schemes blend the evolution of the level set function according to the original
reinitialization equation and the assignment of target values to avoid the unwanted displacement of the interface. The
resulting constrained reinitialization Eq. (15) can then be discretized in space by higher-order schemes. For details on the
derivation of the expressions for the target values the reader is referred to [9].
5. Numerical experiments

To demonstrate the accuracy and robustness of the novel HCR schemes, results of several two-and three-dimensional test
cases are reported. In the simulations, the level set equation (3) is discretized in time using a 3-stage third-order accurate
TVD Runge–Kutta scheme. For the spatial discretization a fifth-order upwind-central scheme is used [15,9]. Unless otherwise
stated, a localized narrow-band level set method is used. For further details, we refer to [9].

5.1. Oscillating circle

First, we discuss the results of the oscillating circle test case [9] to evidence the increased accuracy of the HCR WENO-5
reinitialization in comparison with the lower order CR reinitialization and especially with the standard WENO-5 reinitializa-
tion. The extension velocity f, which is extended into the domain using a first-order discretization of the hyperbolic PDE
proposed in [10], is specified as f = sn, where
s ¼ cosð8HÞ sinðxÞ ð24aÞ
and
H ¼ arctan
y
x

��� ���; x ¼ 2pt
te

: ð24bÞ
The normal vector n is approximated using a second-order centered difference scheme. An initially circular interface with
radius r ¼ 3 centered at ðx; yÞ ¼ ð0;0Þ in a computational domain X : ½�5;5� � ½�5;5� is considered. It is extended outwards
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and inwards until t ¼ te=2 and then shrunk back into its original shape, which is attained at t ¼ te corresponding to x ¼ 2p.
The time step is Dt ¼ Dx

4 corresponding to a CFL number of 0.25 and te ¼ 5 is used. Since in this test case the interface motion
is a function of the level set normal vector n perturbations of the level set function / translate into errors in the extension
velocity vector f, which is why the reinitialization is particularly important.

Solutions are computed using the standard reinitialization Eq. (6) and the constrained reinitialization Eq. (15) using both
formulations HCR-1 (Eq. (21a)) and HCR-2 (Eq. (21b)). The reinitialization is performed after each time step and a fixed num-
ber of 200 iterations is performed to solve the respective reinitialization equations. This allows the investigation of the full
impact of the reinitialization on the quality of the solution.

The results obtained on a 2562-cell grid after one, two, and three consecutive expansions and contractions of the circular
interface corresponding to x ¼ 2p, x ¼ 4p, and x ¼ 6p are summarized in Table 1 in terms of the mean shape error es com-
puted for a general three-dimensional problem by
Table 1
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where N is the number of sample points on the interface /0determined by linear interpolation between neighboring cells. For
the present two-dimensional test case zn ¼ 0. Both HCR-1 and HCR-2 are able to reduce the mean shape error by an order of
magnitude compared to the original reinitialization equation discretized by the fifth-order WENO scheme. Note that the
mean shape error es contains an error inherent in the linear interpolation by which xn and yn are computed. That is,
es – 0 for the initial solution at x ¼ 0. However, the mean shape error which is computed for the initial solution at
x ¼ 0 is about two orders of magnitude smaller than that computed for the solution at x ¼ 2p after one expansion and con-
traction of the interface and hence has a negligible influence on the data presented in Table 1. This can also be shown by
exactly comparing the solutions at x ¼ 0 against the solutions at x ¼ 2p;x ¼ 4p, and x ¼ 6p using the actual values of
the level set function on the cells in C, which isolates the solution error. In Table 2, the mean error in the level set function
computed for a general three-dimensional problem by
eC ¼
1
N Cr

X
xi;j;k2C

/i;j;k � /i;j;kðx ¼ 0Þ
�� ��; ð26Þ
is summarized showing only slight differences to the results presented in Table 1. In Eq. (26),N C denotes the number of cells
in C. The results in Tables 1 and 2 are corroborated by the illustrations in Fig. 3, which clearly show the HCR-1 and the HCR-2
solutions at x ¼ 2p after one expansion and contraction of the interface to be more accurate than the WENO-5 solution,
which exhibits artifacts of the oscillatory motion. Fig. 3(a)–(c) show the solutions for the fully expanded interface at
x ¼ p before the contraction to be visually indistinguishable suggesting that the major part of the error in the WENO-5 solu-
tions is caused during the contraction of the expanded interface. For the fully expanded interface at x ¼ p, contours of the
level set function are plotted in Fig. 4. The solution from a full-domain standard level set method without reinitialization
shown in Fig. 4(a) is contrasted with narrow-band level set solutions obtained using the HCR-1 and HCR-2 schemes shown
in Fig. 4(b) and (c), respectively. The comparison illustrates the effect of the reinitialization procedure, which regularizes the
strained level set field evidenced in Fig. 4(a).
ape error es at different time levels for the oscillating circle test case. Comparison of the solutions computed by the original reinitialization equation (6)
novel constrained reinitialization equation (15) on a 2562-cell grid. The WENO-5 scheme is used for the spatial discretization of the respective

lization equations.

itialization scheme x ¼ 2p x ¼ 4p x ¼ 6p

inal WENO-5 1:762� 10�2 3:285� 10�2 4:557� 10�2

-1 WENO-5 1:444� 10�3 2:919� 10�3 4:406� 10�3

-2 WENO-5 1:265� 10�3 2:554� 10�3 3:854� 10�3

rror eC of the level set function at different time levels for the oscillating circle test case. Comparison of the solutions computed by the original
lization equation (6) and the novel constrained reinitialization equation (15) on a 2562-cell grid. The WENO-5 scheme is used for the spatial
zation of the respective reinitialization equations.

itialization scheme x ¼ 2p x ¼ 4p x ¼ 6p

inal WENO-5 1:626� 10�2 3:046� 10�2 4:271� 10�2

-1 WENO-5 1:452� 10�3 2:942� 10�3 4:440� 10�3

-2 WENO-5 1:275� 10�3 2:579� 10�3 3:890� 10�3



(a) (b) (c)

(f)(e)(d)
Fig. 3. Oscillating circle test case. Comparison of the solutions after a full expansion of the interface at x ¼ p (a–c) and after a full expansion and retraction
of the interface at x ¼ 2p (d–f) obtained on a 2562-cell grid using different reinitialization schemes: (a and d) original reinitialization equation (6)
discretized by WENO-5; (b and e) HCR-1 (Eqs. (15) and (21a)); (c and f) HCR-2 (Eqs. (15) and (21b)). Dashed lines: initial zero level set.

(a) (b) (c)
Fig. 4. Oscillating circle test case. Comparison of the scalar level set field after a full expansion of the interface at x ¼ p: (a) full-domain standard level set
method without reinitialization; (b) localized level set method using HCR-1 (Eqs. (15) and (21a)); and (c) localized level set method using HCR-2 (Eqs. (15)
and (21b)). Contours of the level set function are evenly spaced by D/ ¼ 0:1 in the range / ¼ �0:4; . . . ;0:4f g; the /0 contour is emphasized as a thick line.
The colors correspond to the value of the level set function /; only those cells where �1 6 / 6 1 are shown. In (b) and (c), the depicted cells correspond to
the narrow computing band.

Table 3
Mean shape error es at x ¼ 2p after one expansion and contraction of the interface for solutions of the oscillating circle test case obtained on different grids.
Comparison of the solutions computed by the original reinitialization equation (6) and the novel constrained reinitialization equation (15). The WENO-5
scheme is used for the spatial discretization of the respective reinitialization equations.

Reinitialization Grid

scheme 642 1282 2562 5122

Original WENO-5 9:553� 10�2 3:467� 10�2 1:762� 10�2 7:990� 10�3

HCR-1 WENO-5 8:031� 10�3 2:961� 10�3 1:444� 10�3 7:128� 10�4

HCR-2 WENO-5 7:400� 10�3 2:587� 10�3 1:265� 10�3 6:268� 10�4
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To analyze the convergence behavior of the various reinitialization schemes solutions have been computed using differ-
ent grid resolutions. The data is summarized in terms of the mean shape error es in Table 3 showing first-order convergence
for all investigated reinitialization schemes. More importantly, the results evidence the accuracy improvement regarding the
mean shape error to be approximately one order of magnitude for the HCR-1 and HCR-2 schemes on all grids.
(a) (b)

(d)(c)

(e) (f)
Fig. 5. Oscillating circle test case. Comparison of solutions obtained on a 2562-cell grid using different reinitialization schemes: (a, c, e) mean displacement
e/0 (Eq. (27)) of the zero level set /0 due to the reinitialization; (b, d, f) mean deviation ej$/j computed by Eq. (28) on the cells in C after the reinitialization
steps.
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In Fig. 5 more detailed data on the performance of the different reinitialization schemes is presented for the solutions
obtained on a 2562-cell grid. The mean displacement of the interface is computed by
Fig. 6.
cell grid
discreti
e/0 ¼
Dx
N

XN

n¼1

hn � ~hn

�� ��; ð27Þ
where again N is the number of sample points on the interface /0 determined by linear interpolation between neighboring
cells and h and ~h are computed as in Eqs. (8d) and (8b), respectively. The mean deviation from the signed distance property
j$/j ¼ 1 is computed after each reinitialization step by
(a) (b)

(c) (d)

(f)(e)
Oscillating circle test case. Comparison of the /0 curvature along the zero level set for the solutions at x ¼ p after one expansion obtained on a 2562-

using different reinitialization schemes: (a) full-domain standard level set method without reinitialization; (b) original reinitialization equation (6)
zed by WENO-5; (c) CR-1 [9]; (d) CR-2 [9]; (e) HCR-1 (Eqs. (15) and (21a)); and (f) HCR-2 (Eqs. (15) and (21b)).
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ej$/j ¼
1
N C

X
xi;j;k2C

jj$/ji;j;k � 1jj ð28Þ
in the general three-dimensional form, where a fourth-order central scheme is used to compute the derivatives of the level
set function. As a reference, the respective solutions obtained with the constrained reinitialization scheme CR-2 [9,12] are
shown in Fig. 5(a) and (b). Fig. 5(a), (c), and (e) clearly show the displacement of the interface caused by the standard
WENO-5 reinitialization to be roughly an order of magnitude larger than that of CR-2 and the novel formulations HCR-1
and HCR-2. In terms of this interface displacement, HCR-1 and HCR-2 possess a solution quality like CR-2. The benefit of
using a higher-order discretization in HCR-1 and HCR-2 can be observed in Fig. 5(b), (d), and (f), where the mean deviation
ej$/j is illustrated. The solutions obtained with the fifth-order HCR-1 and HCR-2 reinitialization are significantly more accu-
rate than the lower-order scheme CR-2 and compare favorably with the standard WENO-5 reinitialization scheme. This is an
especially important result since it shows that the forcing terms are able to significantly reduce the interface displacement
during the reinitialization without compromising the accuracy to which the property j$/j ¼ 1 is approximated.
(a) (b)

(c) (d)

(f)(e)
Fig. 7. Close-up view of the results plotted in Fig. 6.
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From the accurate approximation of j$/j ¼ 1 by HCR-1 and HCR-2 one can infer a smooth approximation of higher deriv-
atives of the level set function using these reinitialization schemes. In this context, an important quantity appearing as a
model parameter in several level set applications such as multiphase flow and premixed combustion is the curvature C de-
fined in Eq. (4b). For the oscillating circle test case, the solutions which are obtained using the different reinitialization
schemes closely match at x ¼ p as indicated in Fig. 3(a)–(c), such that the curvature distribution along the zero level set
contour can be compared. In Fig. 6, the curvature is plotted over the normalized arc length of the /0 contour for the different
reinitialization schemes and for a full-domain standard level set computation without reinitialization (Fig. 6(a)). In Fig. 7, a
close-up view of the results is presented. The curvature of the /0 contour is obtained by linear interpolation of the curvature
computed on the cells in C. Figs. 6 and 7(a) clearly show the computed /0 curvature to contain spurious waves when no
reinitialization is performed, that is, when perturbations in the level set solution are not removed and thus can accumulate
and the level set field is strained as illustrated for this case in Fig. 4(a). Using the WENO-5 original reinitialization (6) sig-
nificantly smoothens the curvature distribution along the /0 arc, but high-frequency oscillations at a lower amplitude than
those appearing in the solutions without a reinitialization remain. This is illustrated in Figs. 6 and 7(b). In terms of a smooth
/0 curvature distribution, a further significant improvement is gained when the constrained reinitialization scheme is used
in its original formulations CR-1 and CR-2 [9] in conjunction with a first-order spatial discretization to reconstruct j$/j ¼ 1.
The corresponding results are shown in Figs. 6 and 7(c) for CR-1 and in Figs. 6 and 7(d) for CR-2, respectively. From the fact
that the curvature distribution is smoother when CR-1 or CR-2 is used than when the higher-order standard WENO-5 reini-
tialization is employed the oscillations in the WENO-5 curvature distribution can be traced back to the displacement of the
Table 4
Mean shape error es at x ¼ 2p after one expansion and contraction of the interface for the oscillating circle test case. Comparison of the solutions computed by
the original reinitialization equation (6) and the novel constrained reinitialization equation (15) on a 2562-cell grid at various numbers of iterations for the
reinitialization. The WENO-5 scheme is used for the spatial discretization of the respective reinitialization equations.

Reinitialization scheme Number of iterations

20 200 2000

Original WENO-5 1:165� 10�2 1:762� 10�2 4:113� 10�2

HCR-1 WENO-5 1:499� 10�3 1:444� 10�3 1:447� 10�3

HCR-2 WENO-5 1:339� 10�3 1:265� 10�3 1:266� 10�3

(a) (b) (c)

(d) (f)(e)
Fig. 8. Oscillating circle test case. Comparison of the solutions after a full expansion and retraction of the interface at x ¼ 2p obtained on a 2562-cell grid
using 20 pseudo-time steps (a–c) and 2000 pseudo-time steps (d–f) at different reinitialization schemes: (a and d) original reinitialization equation (6)
discretized by WENO-5; (b and e) HCR-1 (Eqs. (15) and (21a)); (c and f) HCR-2 (Eqs. (15) and (21b)). Dashed lines: initial zero level set.
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interface during the reinitialization, which become manifest in local perturbations of the /0 contour. Finally, the novel high-
order constrained reinitialization schemes HCR-1 and HCR-2 deliver the smoothest curvature distribution showing no visible
fluctuations, as illustrated in Figs. 6 and 7(e) and (f).

To demonstrate the robustness of the HCR schemes with regard to the influence of the number of iterations performed for
the reinitialization, additional simulations were run with 20 and 2000 pseudo-time steps in each reinitialization step. The
results at x ¼ 2p after a full expansion and retraction of the interface are summarized in Table 4 and illustrated in Fig. 8,
the plots of which correspond to Fig. 3(d–f) for the simulation with 200 iterations in each reinitialization step. Furthermore,
the interface location error Dxjh� ~hj along the arc is plotted and juxtaposed in Fig. 9 for the solutions at x ¼ 2p computed
using the different reinitialization schemes and various numbers of performed pseudo-time steps. It is evident that the qual-
ity of the WENO-5 results degrades with an increasing number of pseudo-time steps, whereas the HCR-1 and HCR-2 results
hardly change or slightly improve. Furthermore, the plots in Fig. 9 show that the interface location error is in the solutions
obtained with the standard WENO-5 reinitialization between one and two orders of magnitude larger than with HCR-1 and
HCR-2. Hence, with the novel HCR schemes the solution of the Eikonal equation can be converged as far as required without
deteriorating the accuracy through interface displacement.
5.2. Vortex deformation of a circle

An established test case for level set methods is the deformation of a circular interface by a single time-dependent vortex
[16,2]. In this test case the circular interface is deformed into a spiral shape with a sharp end. Initially, the circle with a radius
of 0.15 is centered at ðx; yÞ ¼ ð0:5;0:75Þ in a computational domain X : ½0;1� � ½0;1�. The interface is deformed by a time-
dependent velocity field given by the stream function
Fig. 9.
on a 25
WENO-
Wðx; tÞ ¼ 1
p

sin2ðpxÞ cos2ðpyÞ cos
pt
T

� �
; ð29Þ
such that the extension velocity can be prescribed independent of the level set field by f ¼ ð@yW;�@xWÞT . The maximum
deformation is reached at t ¼ T=2, after which the interface deformation is reversed to attain the initially circular shape
(a) (b)

(c)

Oscillating circle test case. Comparison of the interface location error Dxjh� ~hj over the normalized arc length for the solutions at x ¼ 2p computed
62-cell grid using a different number of iterations for the investigated reinitialization schemes: (a) original reinitialization equation (6) discretized by
5; (b) HCR-1 (Eqs. (15) and (21a)); and (c) HCR-2 (Eqs. (15) and (21b)).
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at t ¼ T , where T ¼ 8 is used. For the computations with reinitialization 200 iterations are performed to solve the respective
reinitialization equations after each time step. The level set Eq. (3) is solved using a time step of Dt ¼ Dx.

It is demonstrated in [7,15] that a critical factor for an accurate level set solution of the vortex deformation test case is the
grid resolution, since the sharp end of the spiral-shaped interface fails to be resolved when its size falls below the mesh size.
Furthermore, it is worth noting that the best results at t ¼ T can be obtained for this test case when a reinitialization is not
performed and a full-domain standard level set method is used, which is what preliminary computations showed and what
is reported in [6]. This is because the interface motion is prescribed and does not depend on derivatives of the level set
function as for example in the oscillating circle test case presented in Section 5.1. In the latter test case, a strained or
perturbed level set field results in errors of the actual level set extension velocity, which is why the reinitialization is crucial
to accurately describe the motion of the /0 interface. Since in the vortex deformation test case the extension velocity field
from t ¼ 0 until t ¼ T=2 is exactly reversed from t ¼ T=2 until t ¼ T , so is the straining of the level set field reversed and the
associated steep and small gradients of the level set function are removed. In contrast, the changes of the level set field and in
particular those of the /0 contour which are introduced by the reinitialization cannot be exactly reversed, such that the solu-
tion accuracy at t ¼ T degrades when the reinitialization is intensively used in this test case.

Nevertheless, the vortex deformation test case allows to investigate the robustness of the novel HCR schemes against the
standard reinitialization scheme when the interface forms a thin shape. To this end, a reference solution is computed on a
10242-cell grid using a full-domain standard level set method without reinitialization. The development of the interface is
illustrated in Fig. 10 showing no visual difference between the solutions during the forward and backward motion. The solu-
tions at t ¼ T=2 obtained on different grids and with different reinitialization methods are plotted in Fig. 11. The dashed lines
in these plots correspond to the reference solution. It can be observed in Fig. 11(a), (d), and (g) that a significant part of the
sharp end of the spiral-shaped interface is lost in the simulations using the standard WENO-5 reinitialization. In contrast, the
solutions obtained with the HCR-1 and HCR-2 schemes capture the thin parts of the interface as far as the grid resolution
allows and largely match the reference solution. This is remarkable given the fact that the reference solution has been com-
puted on a 10242-cell grid.
Fig. 10. Vortex deformation test case. Reference solution at different times obtained on a 10242-cell grid using a full-domain standard level set method
without reinitialization.



It is interesting to compare the results with and without reinitialization on the same grids to understand the effect of the
reinitialization on the solution. Such a comparison is presented in Fig. 12, in which contours of the level set field at t ¼ T=2
are plotted for full-domain standard level set solutions without reinitialization in Fig. 12(a) and (b) and localized level set
solutions with HCR-1 and HCR-2 in Fig. 12(c) and (d) and Fig. 12(e) and (f), respectively. Fig. 12(a), (c), and (e) show the solu-
tions obtained on a 2562-cell grid and Fig. 12(b), (d), and (f) those on a 5122-cell grid. Comparing the /0 contours plotted as
thick lines it is evident that the sharp end of the spiral-shaped interface is shorter in the solutions without reinitialization
than in those with HCR-1 and HCR-2 reinitialization and that in terms of the elongation of the spiral the HCR-1 and HCR-2
solutions agree closer with the reference solution shown in Figs. 10 and 11. However, it can also be observed that the sharp
spiral end is thickened when the reinitialization is used. A comparison of Fig. 12(c) and (d) for the HCR-1 solutions and of
Fig. 12(e) and (f) for the HCR-2 solutions shows the thickening to be more significant on the coarser grid than on the finer
grid.

Furthermore, the contour lines in Fig. 12(a) and (b) show that the level set function is strained along the spiral axis
and compressed in the normal direction to the interface when no reinitialization is used. The comparison of the solu-
tions on two different grids in Fig. 12(a) and (b) evidences that the straining and compression is caused by the pre-
scribed extension velocity and is not a grid effect. As Fig. 12(c–f) indicate, this straining and compression can be
completely removed using the reinitialization, while the level set function remains smooth also near the sharp end of
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the spiral-shaped interface. However, as aforementioned unlike in the oscillating circle test case presented in Section 5.1
removing these irregularities does not appear to be significantly important concerning the solution at t ¼ T in the vortex
deformation test case.
(a) (b)

(c) (d)

(f)(e)
Fig. 12. Vortex deformation test case. Effect of the reinitialization on different grids at t ¼ T=2: (a, c, e) 2562-cell grid; (b, d, f) 5122-cell grid. (a and b)
Comparison of solutions obtained with a full-domain standard level set method without reinitialization, a localized level set method using (c and d) HCR-1
and (e and f) HCR-2. Contour lines are plotted in intervals of D/ ¼ 0:005 in the range from / ¼ �0:015 to / ¼ 0:015. The /0 contour is plotted as a thick line.
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5.3. Three-dimensional coalescing interfaces

To demonstrate the smoothness of the novel HCR schemes results of a three-dimensional test case, in which the interface
topology changes, are concisely presented. In this test case three spherical interfaces centered at ðx; y; zÞ1 ¼ ð1:0;1:5;1:5Þ,
ðx; y; zÞ2 ¼ ð�1:7;1:5;1:5Þ, and ðx; y; zÞ3 ¼ ð�0:5;�0:5;�0:5Þ at radii r1 ¼ 1:2; r2 ¼ 1:0, and r3 ¼ 0:8 are expanded at the con-
stant speed s ¼ 1. The computational domain X : ½�5;5� � ½�5;5� � ½�5;5� is discretized by 1283 cells. Otherwise, the same
set up as for the previous test case is used with a CFL number of �0.25. The temporal development of the WENO-5, the HCR-
1, and the HCR-2 solutions using 200 iterations for each reinitialization step is qualitatively shown in Fig. 13 for three time
levels. The illustration evidences for all schemes the smooth coalescence of two (Fig. 13(d)–(f)) and finally three spherical
(a) (b) (c)

(d)

(g) (h) (i)

(f)(e)

Fig. 13. Coalescing spherical interfaces. Comparison of solutions obtained on a 1283-cell grid using different reinitialization schemes: (a, d, g) original
reinitialization equation (6) discretized by WENO-5; (b, e, h) HCR-1 (Eqs. (15) and (21a)); (c, f, i) HCR-2 (Eqs. (15) and (21b)). Solutions are shown at
different time levels: (a–c) t ¼ 0; (d–f) t ¼ 0:5; (g–i) t ¼ 1. The cut planes show contours of the level set function in the center of the domain. These contours
are projected onto the domain boundaries for better visibility. The contours are plotted in intervals of D/ ¼ 0:1. Black lines: /0 level set.
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interfaces (Fig. 13(g–i)). Furthermore, comparing Fig. 13(g–i) reveals the solutions obtained with the HCR schemes to be
somewhat sharper than the solutions obtained with the standard WENO-5 reinitialization near the interface intersections.

In Table 5, the mean shape error es defined by Eq. (25) at r ¼ 1 is summarized for different time levels of the solutions
obtained on the 1282-cell grid and a finer 2562-cell grid. The corresponding data for the mean error eC, which is computed
using Eq. (26) at r ¼ 1, is given in Table 6. Despite the uniform motion of the interfaces and the resulting low perturbation of
the level set field the differences between the solutions obtained with the standard WENO-5 reinitialization and the HCR-1
and HCR-2 schemes are significant and increasing with time. Similar as in the test case presented in Section 5.2 the standard
WENO-5 reinitialization smoothes out the interface regions of large curvature, which emerge where the spherical interfaces
coalesce. At t ¼ 1, the errors on the fine grid are in the standard WENO-5 solutions roughly one order of magnitude larger
than those in the HCR-1 and HCR-2 solutions. Furthermore, compared against the 1282-cell grid solutions the errors on the
fine 2562-cell grid are reduced by a factor of 2 when the standard WENO-5 reinitialization is used versus a factor of 4 for the
novel HCR-1 and HCR-2 schemes. In the limits of the investigated grids, this suggests first-order convergence for the solu-
tions obtained by the standard WENO-5 reinitialization and second-order convergence for the solutions obtained by HCR-1
and HCR-2.

As an integral measure of the solution quality the relative error in the interface surface area eA is listed in Table 7 for the
different solutions. It is computed by
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where D is the analytical signed distance function at the considered time level, Vi;j;k is the cell volume of the cell at xi;j;k, and
the delta function is discretely evaluated following [17]. As a general trend, it can be observed that in the solutions obtained
by the standard WENO-5 reinitialization surface area is lost, while surface area is gained in the solutions obtained by the
HCR-1 and HCR-2 schemes. As could be inferred from the results shown in Tables 5 and 6, the absolute value of the error
is largest for the standard WENO-5 reinitialization.

5.4. Computation of signed distance functions

Finally, we concisely demonstrate that the proposed novel HCR schemes are capable of not only correcting a level set
function which is close to a signed distance function but also generating a signed distance function from a flat level set pro-
file. Two cases are considered on a 2562-cell grid in a computational domain X : ½�5;5� � ½�5;5�: (1) a square interface with a
side length of 6; (2) a slotted disk [18] with a radius of 3, a slot width of 1 and a slot length of 5. First, the exact signed dis-
tance function is computed and the cells on X�, Xþ, and /0 are identified. Then, the level set function is initialized as
hape error es at different time levels for the three-dimensional coalescing interfaces. Comparison of the solutions computed by the original
lization equation (6) and the novel constrained reinitialization equation (15) on different grids. The WENO-5 scheme is used for the spatial discretization
espective reinitialization equations.

itialization scheme Grid t ¼ 0:25 t ¼ 0:5 t ¼ 1

inal WENO-5 1282 3:573� 10�4 7:617� 10�4 9:483� 10�4

2562 2:100� 10�4 4:174� 10�4 6:266� 10�4

-1 WENO-5 1282 3:695� 10�4 3:484� 10�4 3:070� 10�4

2562 8:845� 10�5 8:927� 10�5 8:370� 10�5

-2 WENO-5 1282 3:680� 10�4 3:290� 10�4 2:904� 10�4

2562 8:861� 10�5 8:683� 10�5 7:745� 10�5

rror eC of the level set function at different time levels for the three-dimensional coalescing interfaces. Comparison of the solutions computed by the
reinitialization equation (6) and the novel constrained reinitialization equation (15) on different grids. The WENO-5 scheme is used for the spatial

zation of the respective reinitialization equations.

itialization scheme Grid t ¼ 0:25 t ¼ 0:5 t ¼ 1

inal WENO-5 1282 3:472� 10�4 7:387� 10�4 9:774� 10�4

2562 1:730� 10�4 3:943� 10�4 5:721� 10�4

-1 WENO-5 1282 1:925� 10�4 2:407� 10�4 2:071� 10�4

2562 5:201� 10�5 4:519� 10�5 5:384� 10�5

-2 WENO-5 1282 1:941� 10�4 2:170� 10�4 1:816� 10�4

2562 5:161� 10�5 4:106� 10�5 4:681� 10�5



Table 7
Relative /0 surface area error eA at different time levels for the three-dimensional coalescing interfaces. Comparison of the solutions computed by the original
reinitialization equation (6) and the novel constrained reinitialization equation (15) on different grids. The WENO-5 scheme is used for the spatial discretization.

Reinitialization scheme Grid t ¼ 0:25 t ¼ 0:5 t ¼ 1

Original WENO-5 1282 �2:651� 10�3 �4:753� 10�3 �8:245� 10�3

2562 �2:882� 10�3 �3:135� 10�3 �5:221� 10�3

HCR-1 WENO-5 1282 5:745� 10�3 2:231� 10�3 1:595� 10�3

2562 3:282� 10�4 1:136� 10�3 1:334� 10�3

HCR-2 WENO-5 1282 5:714� 10�3 2:069� 10�3 1:439� 10�3

2562 3:752� 10�4 1:042� 10�3 1:028� 10�3
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/ ¼ Dx
10 for x 2 Xþ;

/ ¼ 0 for x 2 /0;

/ ¼ � Dx
10 for x 2 X�;

8><
>: ð31Þ
resulting in very small level set function gradients at the interface and a zero level set function gradient away from the inter-
face. Note that the original /0 contour is modified by the initialization (31). For the case of the square interface, this initial-
ization results in a smooth interface as shown in Fig. 14(a) since the square is aligned with the Cartesian grid lines. The
curved part of the slotted disk, however, is perturbed as shown in Fig. 14(c). The initial /0 interfaces are shown in
Fig. 14(a) and (c). To compute the signed distance function with respect to these interfaces the reinitialization procedure
is used to steepen up the level set function at the respective interfaces and extend this information to the far-field of the
domain. Because of the flat profile of the level set function this requires Oð103Þ iterations. For the two cases, the level set
function after 2000 iterations of the constrained reinitialization Eq. (15) using the HCR-2 scheme is shown in Fig. 14(b)
and (d), respectively. The results for the HCR-1 scheme are alike and omitted for brevity. Fig. 14(b) and (d) qualitatively show
that the sharp corners of the square and the small perturbations of the curved part of the slotted disk are retained in the
solution even after 2000 iterations of the constrained reinitialization Eq. (15).

A more economic way to generate a signed distance function from a flat level set profile is to use the low-order CR
schemes CR-1 or CR-2 [9]. In these schemes, the level set function at the interface is directly computed and used as a bound-
ary condition for the iterative first-order solution of the reinitialization equation. If desired, the converged first-order solu-
tion can then be further improved using the HCR schemes.
5.5. Remarks on reinitialization strategies

We end this section with some remarks on reinitialization strategies, that is, we briefly discuss the question: How fre-
quently is the reinitialization to be performed in a level set application? Comparing the test cases presented in Sections
5.1 and 5.2 one can deduce that in terms of the reinitialization strategy, level set applications can be categorized in two
groups:

1. The extension velocity is externally prescribed independent of the level set field.
2. The level set extension velocity f depends on the derivatives of the level set field such as the normal vector n and/or the

curvature C. Examples of this category include premixed combustion and multiphase flows.

While the reinitialization may only have a minor positive or even an adverse effect on the solution accuracy for problems
of the first category, it is particularly important for problems of the second category. This is in agreement with the findings
reported in [6,12]. In [6,7], the reinitialization is only used as long as the level set field deviates from the signed distance
function by a pre-defined threshold value. A somewhat optimal value of the threshold, however, appears to be highly depen-
dent on the test case. On the other hand, it is shown in [12] that for the oscillating circle test case discussed in Section 5.1, i.e.,
an application of the second category, the solution quality increases the more often a reinitialization is performed. Hence, for
this type of problems a compromise between computational costs and solution accuracy needs to be found. In brief, a general
recommendation in terms of the required number of reinitialization steps can hardly be given, and the particular reinitial-
ization strategy depends largely on the type of level set application.
6. Summary

The new constrained reinitialization equation has been introduced in the framework of a novel high-order constrained
reinitialization scheme, which is presented in two formulations HCR-1 and HCR-2. This equation is based on the original
reinitialization equation and the formulations CR-1 and CR-2 of the constrained reinitialization scheme. It contains a forcing



Fig. 14. Computation of the signed distance function using the HCR-2 scheme for a square interface (a and b) and the perturbed Zalesak disk (c and d): (a
and c) level set function before the reinitialization; (b and d) level set function after 2000 pseudo-time steps of Eq. (15). The colors correspond to the value
of the level set function /, contour lines of which are plotted in intervals of D/ ¼ 0:1 in the range / ¼ �1:5; . . . ;1:5f g. The /0 contour is plotted as a thick
line.
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term which corrects the displacement of the interface during the solution of the reinitialization equation. The general form of
the constrained reinitialization equation allows for an arbitrarily high-order discretization.

Numerical experiments have been performed in two-and three-dimensional space using a fifth-order WENO discretiza-
tion of the original and the constrained reinitialization equation indicating the significantly increased accuracy of the novel
HCR scheme. Unlike the standard reinitialization scheme the novel HCR schemes are robust in that a large number of iter-
ations can be performed without compromising the accuracy through the interface displacement. Finally, both formulations
HCR-1 and HCR-2 provide similar results, with HCR-2 appearing slightly superior and simpler to implement.
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